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Isogonal deformation of discrete plane
curves and discrete Burgers hierarchy
Kenji Kajiwara1*, Toshinobu Kuroda2 and Nozomu Matsuura3

Abstract

We study deformations of plane curves in the similarity geometry. It is known that continuous deformations of
smooth curves are described by the Burgers hierarchy. In this paper, we formulate the discrete deformation of discrete
plane curves described by the discrete Burgers hierarchy as isogonal deformations. We also construct explicit formulas
for the curve deformations by using the solution of linear diffusion differential/difference equations.

1 Introduction
Integrable deformations of curves play crucial roles in
the differential geometry of space/plane curves [30]. For-
mulating the deformation of curves as the simultaneous
system of the Frenet-Serret formula for the Frenet frame
of curves and its deformation equation, it naturally gives
rise to various integrable systems. This framework can be
discretized so that it is consistent with the theory of dis-
crete integrable systems, which is sometimes referred to
as the discrete differential geometry [1]. Various defor-
mations of discrete curves have been formulated in this
context [6–8, 15–19, 26–29]. The theory of discrete dif-
ferential geometry of curves is now making progress in
explicit constructions of curves, by using the theory of τ

functions [22–25].
When we change the geometric structure of space/plane

in the framework of Klein geometry, the curvemotions are
governed by various integrable equations [3–5]. There-
fore it may be an interesting and important problem to
discretize such deformations of curves consistently with
corresponding integrable structures.
In this paper, we consider deformation of the plane

curves in the similarity geometry, which is a Klein geom-
etry associated with the linear conformal group. In this
setting, it is known that the Burgers hierarchy describes
the deformations of similarity curvature of curves. We
present discrete deformations of discrete plane curves in
the similarity geometry described by the discrete Burgers
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hierarchy as the isogonal deformations in which each
angle of adjascent segments is preserved. The lattice inter-
vals of the hierarchy are generalized to arbitrary functions
of corresponding independent variables. Using this for-
mulation, we present explicit formulas of curves for both
smooth and discrete cases. We note that the (complex)
Burgers equation and its discrete analogue also arise in
the curve deformations in complex hyperbola, where the
Hamiltonian formulation of the deformation of smooth
curves is discussed [15].
In Section 2, we give a brief summary of deformation

of smooth plane curves in the similarity geometry, and
we see that the Burgers hierarchy naturally arises as the
equations for the similarity curvature. We also construct
the explicit formula for the family of plane curves cor-
responding to the shock wave solutions to the Burgers
equation. In Section 3, we discretize the whole theory
described in Section 2 so that the deformations are gov-
erned by the discrete Burgers hierarchy. Formulations
of the Burgers and the discrete Burgers hierarchies are
discussed in detail in Appendix.
In [21, 31], the deformation theory of plane curves in

the similarity geometry can be applied to the construction
and generalization of aesthetic curves in CAD. Also, in
[9–14] discretizations for the class of nonlinear differen-
tial equations describing the motions of plane curves are
constructed by using the geometric formulations, result-
ing in self-adaptive moving mesh discrete model of the
original equation. This discretization enables to contruct
highly accurate numerical scheme of given equation. The
Burgers equation is widely used as the universal model
describing one-dimensional nonlinear dissipative system
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after various transformations which are difficult to dis-
cretize. It may be possible to construct various useful
discrete models by using the result in this paper. We hope
that the results in this paper serves as the basis of such
industry-based problems.

2 Deformation of smooth curves
Let γ = γ (s) be a smooth curve in R

2, s be the arc-length,
and κ be the curvature of γ . We denote by Sim(2) the
similarity transformation group of R2, that is, Sim(2) =
CO(2) �R

2 where CO(2) is the linear conformal group

CO(2)={A∈ GL (2,R)
∣∣tAA = c2 id for some constant c

}
.

The Sim(2)-invariant parameter x is given by the angle
function

x =
∫ s

κ(s) ds, (2.1)

and the Sim(2)-invariant curvature u is defined as

u = 1
κ2

dκ

ds
. (2.2)

The x and u are called the similarity arc-length parameter
and the similarity curvature, respectively. If the similarity
curvature is constant u = k1, then the inverse of Euclidean
curvature is 1/κ = −k1s + k2 for some constant k2. Thus
γ is a log-spiral (if k1 �= 0) or a circle (if k1 = 0, k2 �= 0).
The Sim(2)-invariant frame φ = [T ,N] is given by

T = γ ′, N =
[
0 −1
1 0

]
T , (2.3)

where the prime means differentiation with respect to
the similarity arc-length parameter x. The SO(2)-invariant
frame (the Frenet frame) φE given by

φE = [TE,NE] = κφ, TE = d
ds

γ , NE =
[
0 −1
1 0

]
TE,

varies according to the Frenet formula

d
ds

φE = φE

[
0 −κ

κ 0

]
.

Therefore, by using (2.1) and (2.2), we have

φ′ = φ

[−u −1
1 −u

]
. (2.4)

We denote by γ (x, t) a deformation of a curve γ (x). We
use the dot to indicate differentiation with respect to time
t. Writing γ̇ as the linear combination of T and N as

γ̇ = f (x, t)T + g(x, t)N ,

we have by using (2.3) that

φ̇ = φ

[
f ′ − fu − g −g′ + gu − f
g′ − gu + f f ′ − fu − g

]
. (2.5)

The compatibility condition of the linear system (2.4) and
(2.5) is given by

g′ − gu + f = a, (2.6)

u̇ + (f ′ − fu − g
)′ = 0, (2.7)

for some function a = a(t). Especially, choosing f = a −
u, g = −1 and denoting t = t2, we have

∂φ

∂t2
= φ

[−u′ + u2 + 1 − au −a
a −u′ + u2 + 1 − au

]
,

(2.8)

∂u
∂t2

= u′′ − 2uu′ + au′. (2.9)

Equation (2.9) is called the Burgers equation, which is
linearized to

∂

∂t2
q =

(
∂2

∂x2
+ 1 + a

∂

∂x

)
q, (2.10)

via the Cole-Hopf transformation [20]

u = − (log q)′ . (2.11)

Further, the Burgers hierarchy naturally arises as follows
[3–5]. Substituting (2.6) into (2.7), we have that

u̇ = (�2 + 1
)
g′ + au′, (2.12)

where � = ∂x − u − u′∂−1
x is the recursion operator of

the Burgers hierarchy (see Appendix A). Here, ∂−1
x is the

formal integration operator with respect to x, and in the
following, the integration constant should be chosen to
be 0. In view of this, we introduce an infinite number of
time variables t = (t2, t3, t4, . . .), and choose g′ = �i−3u′
(i ≥ 3). Then the higher flow with respect to the new time
variable ti is given by

∂

∂ti
φ = φ

[
−∂−1

x
(
�i−1 + �i−3 + a

)
u′ −a

a −∂−1
x
(
�i−1 + �i−3 + a

)
u′

]
.

(2.13)

The compatibility condition between (2.4) and (2.13) is the
i-th Burgers equation

∂

∂ti
u = (�i−1 + �i−3 + a

)
u′, (2.14)

which is linearized to
∂

∂ti
q =

(
∂ i

∂xi
+ ∂ i−2

∂xi−2 + a
∂

∂x

)
q, (2.15)

via the Cole-Hopf transformation (2.11). Note that the
case of i = 2 of (2.15) recovers (2.10).
It is possible to express the postion vector γ in terms of

q as follows. The inverse of Euclidean curvature satisfies
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1/κ = cq for some function c = c(t), because the similar-
ity curvature is logarithmic differentiation of κ , that is, u
satisfies that

u = 1
κ2

∂κ

∂s
= κ ′

κ2
∂x
∂s

= κ ′

κ
= (log κ

)′ .
Since the similarity arclength parameter x is the angle
function, we have

TE =
[
cos(x + x0)
sin(x + x0)

]
,

where we have incorporated the ambiguity of the angle
function x0 = x0(t) explicitly. Hence

γ =
∫ x

Tdx =
∫ x 1

κ
TE dx

=
∫ x

c(t)q(x, t)
[
cos(x + x0(t))
sin(x + x0(t))

]
dx.

(2.16)

We determine c and x0 by the deformation equation (2.13).
By differentiating T by ti (here ˙ denotes ∂ti ), we have by
substituting (2.16) into (2.13),

Ṫ = (ċq + cq̇)
[
cos(x + x0)
sin(x + x0)

]
+ cqẋ0

[− sin(x + x0)
cos(x + x0)

]
=
(
ċ
c

+ q̇
q

)
T + ẋ0N .

Note that from (2.14) and (2.11) we have −∂−1
x
(
�i−1+

�i−3 + a
)
u′ = q̇/q. Similarly for the case of i = 2 we also

have−u′ +u2+1−au = q̇/q from (2.10) and (2.11). Then
from (2.13) we obtain

Ṫ = q̇
q
T + aN ,

which implies c(t) = c(const.) and x0 = A(t) where
Ȧ(t) = a(t). Therefore we obtain:

Proposition 2.1. Let γ = γ (x, t), t = (t2, t3, t4, . . .) be
a position vector of the plane curve in the similarity geom-
etry satisfying (2.4), (2.8) and (2.13). Then γ admits the
representation formula

γ =
∫ x

cq(x, t)
[
cosθ(x, t)
sin θ(x, t)

]
dx, θ(x, t) = x + A(t),

(2.17)

where

∂A(t)
∂ti

= a(t), i = 2, 3, 4, . . . ,

c is a constant, and q(x, t) satisfies (2.15).

For a shock wave solution to the Burgers hierarchy, we
can explictly construct the position vector. For a positive
integerM,

q(x, t) = et2 +
M∑
k=1

exp
(

λkx +
∞∑
i=2

(
λk

i + λk
i−2 + aλk

)
ti + ξk

)
,

solves the linear Eq. (2.15), where λ1, ξ1, . . . , λM, ξM are
parameters. Then (2.17) gives

γ (x, t) =
∫ x

c q(x, t)
[
cosθ(x, t)
sin θ(x, t)

]
dx

= c
M∑
k=0

exp
(
λkx +∑∞

i=2(λ
i
k + λi−2

k + a)ti + ξk
)

1 + λk
2

×
[

λkcosθ + sin θ

λk sin θ − cosθ

]
, (2.18)

where λ0 = ξ0 = 0. Figures 1 and 2 illustrate motion
of plane curves corresponding toM-shock wave solutions
(M = 1, 2, respectively) of the Burgers Eq. (2.9) with
ti = 0 (i ≥ 3).

Remark 2.2. The parameter a originally arises as an
integration constant in (2.6), and play a role of rotation
in the deformation of smooth curves as seen in Proposition
2.1. This parameter can be formally absorbed by a suit-
able linear transformation of independent variables (see,
for example, (2.14) and (2.15)). In the discrete case, how-
ever, such manipulation is not applicable since the chain
rule does not work effectively. Actually the similar param-
eter appears in a non-trivial manner in the deformation of
discrete curves as shown in Section 3.

3 Isogonal deformation of discrete curves
In this section, we consider the discrete deformation
of discrete plane curves under the similarity geometry,
which naturally gives rise to the discrete Burgers equation
and its hierarchy. For the definition and fundamental
properties of the discrete Burgers hierarchy, the readers
may refer to Appendix B.

3.1 Discrete curve
For a map γ : Z → R

2, n �→ γn, if any consecutive three
points γn+1, γn, γn−1 are not colinear, we call γ a discrete
plane curve. For a discrete plane curve γ , we denote by qn
the distance between the adjacent vertices

qn = |γn+1 − γn| .
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Fig. 1Motion of plane curves e−t2γ (x, t) corresponding to a 1-shock wave solution of the Burgers equation (2.9). Parameters are c = 1, a = 0,
λ1 = −1, ξ1 = 0 and t2 = −8 (left), 0 (middle), 8 (right)

We introduce κn as the angle between the two vectors γn−
γn−1, γn+1−γn. More precisely, we define κ : Z → (0, 2π)

by
γn+1 − γn

qn
= R (κn)

γn − γn−1
qn−1

,

where R is the rotation matrix

R(x) =
[
cos x − sin x
sin x cos x

]
.

Moreover, we put

Tn = γn+1 − γn, Nn = R
(π

2

)
Tn,

and introduce the map φ : Z → CO(2) by

φn = [Tn,Nn] = qn
[

γn+1−γn
qn , R

(
π
2
) γn+1−γn

qn

]
.

We call the map φ the similarity Frenet frame of the
discrete plane curve γ .

Proposition 3.1. The similairity Frenet frame φ satisfies
the linear difference equation

φn+1 = φnXn, Xn = qn+1
qn

R (κn+1) . (3.1)

Proof. Since T satisfies

1
qn+1

Tn+1 = R (κn+1)
1
qn

Tn,

we have

φn+1 = [Tn+1,Nn+1] = qn+1
qn

R (κn+1) [Tn,Nn] = Xnφn.

Since the rotation matrix R (κn+1) and the matrix φn
commute with each other, the statement is proved.

Fig. 2Motion of plane curves e−t2γ (x, t) corresponding to a 2-shock wave solution of the Burgers equation (2.9). Parameters are c = 1, a = π/4,
λ1 = −1/2, λ2 = 4, ξ1 = ξ2 = 0 and t2 = −12 (left), −2 (middle), −1/10 (right)
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3.2 Isogonal deformation
3.2.1 General settings
We next consider the deformation of the curves. We write
the deformed curve as γ , and we also express the data
associated with γ by putting . For instance, we define the
function κ : Z → (0, 2π) by

γ n+1 − γ n
qn

= R (κn)
γ n − γ n−1

qn−1
, qn = ∣∣γ n+1 − γ n

∣∣ . (3.2)

Lemma 3.2. The necessary and sufficient condition for
the deformation γ �→ γ being isogonal, namely, κ =
κ , is that there exist a positive-valued function H and a
constant a satisfying

Tn = Hnφn

[
cos a
sin a

]
. (3.3)

Proof. Since both T and T are planar vectors, it is obvi-
ous that there exist a positive-valued function H and an
angle a such that

Tn = HnR (an)Tn = Hnφn

[
cos an
sin an

]
.

Therefore the equality κ = κ holds if and only if the angle
a is independent of n.

Proposition 3.3. We fix δ ∈ R>0, a, f0, g0 ∈ R and a
positive-valued function H. We introduce the functions f , g
by the recursion relation

[
fn+1
gn+1

]
= 1

δ

qn
qn+1

R (−κn+1)

[
1 + δfn − Hncosa

δgn − Hn sin a

]
,

(3.4)

and define the deformation γ �→ γ by

γ n = γn − δ
(
fnTn + gnNn

)
. (3.5)

Then we have the following:

(1) The deformation is isogonal. Namely, for the angle
κn defined by (3.2), we have κn = κn.

(2) The similarity Frenet frame φ of the discrete curve γ

can be expresed in terms the frame φ of γ as

φn = φnYn, Yn = HnR(a).

Proof. We compute the difference of γ by using (3.5),
(3.1) and (3.4)

Tn = γ n+1 − γ n = γn+1 − δ
(
fn+1Tn+1 + gn+1Nn+1

)
− γn + δ

(
fnTn + gnNn

)
=
{
1 − δ

qn+1
qn

(
fn+1cos κn+1

− gn+1 sin κn+1

)
+ δfn

}
Tn

+ δ

{
−qn+1

qn
(
fn+1 sin κn+1

+ gn+1cos κn+1

)
+ gn

}
Nn

= Hn (cos aTn + sin aNn) .

Then we have (3.3), which means κ = κ . The frame of γ

satisfies

φn =
[
Tn, R

(π

2

)
Tn
]

= HnφnR(a),

which completes the proof.

Repeating the deformation in Proposition 3.3, we have
the sequence of isogonal deformations of discrete plane
curves γ 0 = γ , γ 1 = γ , . . ., γm = γm−1, . . .. We write

qmn = ∣∣γm
n+1 − γm

n
∣∣ ,

Tm
n = γm

n+1 − γm
n , Nm

n = R
(π

2

)
Tm
n ,

γm
n+1 − γm

n
qmn

= R
(
κm
n
) γm

n − γm
n−1

qmn−1
.

Proposition 3.4. Let κ be the angles associated with the
discrete curve γ 0. For eachm ∈ Z, we fix δm > 0, real num-
bers am, f m0 , gm0 , and the positive-valued function Hm, and
we introduce the functions f m, gm by the recursion relation

[
f mn+1

gmn+1

]
= 1

δm

qmn
qmn+1

R (−κn+1)

[
1 + δmf mn − Hm

n cosam
δmgmn − Hm

n sin am

]
.

(3.6)

Then defining the discrete curves γm by

γm+1
n = γm

n − δm
(
f mn Tm

n + gmn Nm
n
)
, (3.7)

we have the following:
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(1) For each m, it holds that κm = κ0 = κ .
(2) The similarity Frenet frames φm, φm+1 satisfy the

system of linear difference equations

φm
n+1 = φm

n Xm
n , Xm

n = qmn+1
qmn

R (κn+1) , (3.8)

φm+1
n = φm

n Ym
n , Ym

n = Hm
n R (am) . (3.9)

(3) The compatibility condition of the system of linear
difference Eqs. (3.8)–(3.9) is

qm+1
n+1

qm+1
n

qmn
qmn+1

= Hm
n+1
Hm
n

. (3.10)

3.2.2 Discrete Burgers flow
Let us consider a special case where the function κ is a
constant κn = ε. For each m ∈ Z, let δm be a positive
constant, and we set

am = 0, f m0 = 1
ε2

(qm−1
qm0

− cos ε

)
, gm0 = sin ε

ε2
,

Hm
n = 1 + δm

ε2

(qmn+1
qmn

− 2 cos ε + qmn−1
qmn

)
.

(3.11)

Then the solution of the difference Eq. (3.6) is given by

f mn = 1
ε2

(qmn−1
qmn

− cos ε

)
, gmn = sin ε

ε2
.

Defining the deformation of the discrete curve by (3.7)
by using this solution, the compatibility condition (3.10)
yields that the ratio umn = qmn+1/qmn obeys (a variant of ) the
discrete Burgers equation (see (B.3) with i = 2)

um+1
n
umn

=
1 + δm

ε2

(
umn+1 − 2 cos ε + 1

umn

)
1 + δm

ε2

(
umn − 2 cos ε + 1

umn−1

) . (3.12)

The length qmn = ∣∣γm
n+1 − γm

n
∣∣ satisfy the linear difference

equation

qm+1
n − qmn

δm
= qmn+1 − 2qmn cos ε + qmn−1

ε2
.

Remark 3.5. The function Hm
n defined by (3.11) is not

necessarily positive in general. However, it is possible to
make it positive by choosing δm > 0 appropriately as
follows. We put

Qm = min
n

qmn+1 + qmn−1
qmn

= min
n

(
umn+1 + 1

umn−1

)
.

If Qm ≥ 2 cos ε, then we have for arbitrary n

qmn+1 + qmn−1
qmn

− 2 cos ε ≥ Qm − 2 cos ε ≥ 0,

which gives Hm
n > 0. If Qm < 2cosε, then choose δm as

ε2

2 cos ε − Qm
> δm > 0,

then Hm
n becomes positive. In fact, we have for arbitrary n

Hm
n = 1 + δm

ε2

(qmn+1 + qmn−1
qmn

− 2 cos ε

)

≥ 1 + δm
ε2

(Qm − 2 cos ε) > 0.

3.2.3 Discrete Burgers flow of higher order
Let us write down the deformation equation correspond-
ing to (2.12). From (3.6) we have that

umn f
m
n+1 = f mn cos κn+1 + gmn sin κn+1

+ cos κn+1 − Hm
n cos (κn+1 − am)

δm
,

umn g
m
n+1 = −f mn sin κn+1 + gmn cos κn+1

− sin κn+1 − Hm
n sin(κn+1 − am)

δm
.

We solve the second equation in terms of f mn and substi-
tute it into the first equation with n �→ n−1 so as to obtain
that

sin(κn+1 − am)

sin κn+1
Hm
n + sin am

sin κn

1
umn−1

Hm
n−1

= 1 + δm

{
1

sin κn+1
umn g

m
n+1 −

(
cos κn+1
sin κn+1

+ cos κn
sin κn

)
gmn

+ 1
sin κn

1
umn−1

gmn−1

}
.
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Then the compatibility condition (3.10) gives

um+1
n
umn

sin(κn+2−am)
sin κn+2

+ sin am
sin κn+1

1
um+1
n

sin(κn+1−am)
sin κn+1

+ sin am
sin κn

1
um+1
n−1

=
1 + δm

{
1

sin κn+2
umn+1g

m
n+2 −

(
cos κn+2
sin κn+2

+ cos κn+1
sin κn+1

)
gmn+1 + 1

sin κn+1
1
umn

gmn
}

1 + δm
{

1
sin κn+1

umn gmn+1 −
(
cosκn+1
sin κn+1

+ cos κn
sin κn

)
gmn + 1

sin κn
1

umn−1
gmn−1

} ,

(3.13)

or equivalently

um+1
n
umn

sin(κn+2−am)
sin κn+2

+ sin am
sin κn+1

1
um+1
n

sin(κn+1−am)
sin κn+1

+ sin am
sin κn

1
um+1
n−1

=
1 + δm

(
1

sin κn+2
umn+1e∂n − 1

sin κn+2
− 1

sin κn+1
+ 1

sin κn+1
1
umn

e−∂n
)
gmn+1 + δm

(
tan κn+2

2 + tan κn+1
2
)
gmn+1

1 + δm
(

1
sin κn+1

umn e∂n − 1
sin κn+1

− 1
sin κn

+ 1
sin κn

1
umn−1

e−∂n
)
gmn + δm

(
tan κn+1

2 + tan κn
2
)
gmn

.

(3.14)

Equation (3.13) or (3.14) is the general form of the defor-
mation equation of the discrete curves in the framework
of the similarity geometry, and is regarded as a discrete
counterpart of (2.12).

Theorem 3.6. For a fixed m ∈ Z, let γm
n ∈ R

2 be a
discrete curve, and let κn = ∠(γm

n+1 − γm
n , γm

n − γm
n−1),

qmn = |γm
n+1 − γm

n |, umn = qmn+1
qmn

. For given δm, am,Hm
0 ∈ R

and a function gmn ∈ R, we define Hm
n ∈ R recursively by

sin(κn+1 − am)

sin κn+1
Hm
n + sin am

sin κn

1
umn−1

Hm
n−1

= 1 + δm

{ umn gmn+1
sin κn+1

−
(

1
sin κn+1

+ 1
sin κn

)
gmn

+ 1
sin κn

gmn−1
umn−1

}
+ δm

(
tan

κn+1
2

+ tan
κn
2

)
gmn .

(3.15)

Then we have:

(1) By choosing δm and am appropriately, Hm
n becomes

positive.
(2) Setting the function f mn by

f mn = − umn
sin κn+1

gmn+1 + cos κn+1
sin κn+1

gmn − 1
δm

+ sin(κn+1 − am)

δm sin κn+1
Hm
n ,

the condition (3.6) is satisfied. Namely, (3.5) gives a
isogonal deformation.

(3) umn satisfies (3.14).

We note that (3.14) yields the discrete Burgers equation
and its generalizations to that of higher-order by suitable
specialization of gmn .

Autonomous case In the case of κn = ε = const., (3.14)
is reduced to

um+1
n
umn

sin(ε − am) + sin am
um+1
n

sin(ε − am) + sin am
um+1
n−1

=
1+ δm

sin ε

(
umn+1e∂n − 2 + 1

umn
e−∂n

)
gmn+1+δm

2−2 cos ε
sin ε

gmn+1

1 + δm
sin ε

(
umn e∂n − 2 + 1

umn−1
e−∂n

)
gmn + δm

2−2 cos ε
sin ε

gmn
(3.16)

= 1 + δm
ε2

sin ε
�

(2)
n+1g

m
n+1 + δm

2−2 cos ε
sin ε

gmn+1

1 + δm
ε2
sin ε

�
(2)
n gmn + δm

2−2 cos ε
sin ε

gmn
, (3.17)

where �
(2)
n is the recursion operator of the discrete Burg-

ers hierarchy given in (B.6). Putting gn = sin ε
ε2

and am = 0,
(3.16) recovers the autonomous discrete Burgers Eq. 3.12.
Equation 3.17 is a discrete counterpart of (2.12). There-
fore, due to (B.5), by putting gmn as

gmn = sin ε

ε2
K̂ (i)[umn ] ,

we obtain a variant of the higher order autonomous dis-
crete Burgers equation

um+1
n
umn

1 + sin am
sin(ε−am)

1
um+1
n

1 + sin am
sin(ε−am)

1
um+1
n−1

= 1 + δmK̂ (i+2)[umn+1]+ 2−2cosε
ε2

δmK̂ (i)[umn+1]

1 + δmK̂ (i+2)[umn ]+ 2−2cosε
ε2

δmK̂ (i)[umn ]
,

which corresponds to (2.14).
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Non-autonomous case For the case of generic κn, we see
that the recursion operator of the non-autonomous dis-
crete Burgers hierarchy appears in the right hand side of
(3.14). In fact, we have

1
sin κn+1

umn e
∂n− 1

sin κn+1
− 1

sin κn
+ 1

sin κn

1
umn−1

e−∂n

= ε(i+2)
n �(2,i+2)

n ,

by parametrizing sin κn as

sin κn =
{

ε
(i+1)
n−1 i = 2l,

ε
(i+1)
n i = 2l + 1,

where ε
(i)
n and �

(i)
n are given in (B.13) and (B.14), respec-

tively. For the simplest case i = 0, we choose gmn = 1 in
(3.14) and have

um+1
n
umn

sin(κn+2−am)
sin κn+2

+ sin am
sin κn+1

1
um+1
n

sin(κn+1−am)
sin κn+1

+ sin am
sin κn

1
um+1
n−1

= 1 + δmε
(2)
n+1K

(2)
n+1[u

m
n+1]+δm

(
tan κn+2

2 + tan κn+1
2
)

1 + δmε
(2)
n K (2)

n [umn ]+δm
(
tan κn+1

2 + tan κn
2
) ,

which is a non-autonomous discrete analogue of the Burg-
ers equation (2.9). If we set am = 0, we obtain a simpler
version of the non-autonomous discrete Burgers equation

um+1
n
umn

= 1+δmε
(2)
n+1K

(2)
n+1[u

m
n+1]+δm

(
tan κn+2

2 + tan κn+1
2
)

1 + δmε
(2)
n K (2)

n [umn ]+δm
(
tan κn+1

2 + tan κn
2
) .

For i > 0, we put gmn = K (i)
n [umn ] and find that umn sat-

isfies a variant of non-autonomous higher-order discrete
Burgers equation

um+1
n
umn

sin(κn+2−am)
sin κn+2

+ sin am
sin κn+1

1
um+1
n

sin(κn+1−am)
sin κn+1

+ sin am
sin κn

1
um+1
n−1

= 1 + δmε
(i+2)
n+1 K (i+2)

n+1 [umn+1]+δm
(
tan κn+2

2 + tan κn+1
2
)
K (i)
n+1[u

m
n+1]

1 + δmε
(i+2)
n K (i+2)

n [umn ]+δm
(
tan κn+1

2 + tan κn
2
)
K (i)
n [umn ]

,

(3.18)

which is a non-autonomous discrete analogue of the
higher-order Burgers Eq. 2.14. Note that qmn = |γm

n+1−γm
n |

satisfies the linear equation

1
δm

{
sin(κn+1 − am)

sin κn+1
qm+1
n + sin am

sin κn
qm+1
n−1 − qmn

}
= ε(i+2)

n L(i+2)
n

[
qmn
]+

(
tan

κn+1
2

+ tan
κn
2

)
L(i)
n
[
qmn
]
.

We now prove Theorem 3.6. The statement (2) and
(3) are derived immediately by solving (3.6) and using
the compatibility condition (3.10). For the statement (1),
we have the following as a sufficient condition for the
positivity of Hm

n :

Lemma 3.7. We assume that κn satisfies 0 < κn < π or
−π < κn < 0 for all n. For each m, we choose δm and am
in the following manner:{

0 < δm (Um
min > 0)

0 < δm < −1/Um
min (Um

min < 0) ,{
κmax − π < am < 0 (0 < κn < π)

0 < am < κmin + π (−π < κn < 0) ,
(3.19)

where

Um
n = umn gmn+1

sin κn+1
−
(

1
sin κn+1

+ 1
sin κn

)
gmn + 1

sin κn

gmn−1
umn−1

+
(
tan

κn+1
2

+ tan
κn
2

)
gmn ,

and
Um
max = max

n
Um
n , Um

min = min
n

Um
n , κmin = min

n
κn,

κmax = max
n

κn.

Then we have Hm
n > 0.

Proof. We first write the recursion relation (3.15) as

Hm
n = −αm

n H
m
n−1 + βm

n
(
1 + δmUm

n
)
, (3.20)

where

αm
n = sin am sin κn+1

umn−1 sin(κn+1 − am) sin κn
,

βm
n = sin κn+1

sin(κn+1 − am)
.

Then (3.20) can be solved formally as

Hm
n =

(
Hm
0 +

n∑
ν=0

βm
ν (1 + δmUm

ν )

ν∏
k=0

(−αm
k )−1

)

×
n∏

μ=0
(−αm

μ ), Hm
0 > 0.

Noticing that δm,umn > 0, it is sufficient for Hm
n > 0 that

all of the following conditions
sin κn+1

sin(κn+1 − am)
> 0, (3.21)

1 + δmUm
n > 0, (3.22)

n∏
ν=0

(
− sin am sin κν+1
sin(κν+1 − am) sin κν

)
> 0, (3.23)

are satisfied for all n. Then it is easy to see that (3.22) is
satisfied by choosing δm as (3.19). The conditions (3.21)
and (3.22) imply

sin κn > 0, sin(κn − am) > 0, sin am < 0 for ∀n,
or

sin κn < 0, sin(κn − am) < 0, sin am > 0 for ∀n,
(3.24)
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from which we have

0 < κn < π , κmax − am < π , −π < am < 0,
or

− π < κn < 0, −π < κmin − am, 0 < am < π .
(3.25)

This is equivalent to the second condition in (3.19).

3.3 Explicit formula
An explicit representation formula for the curve γm

n is
constructed in a similar manner to the smooth curves.

Proposition 3.8. Let γm
n be a discrete curve satisfying

(3.8) and (3.9). Then γm
n admits the representation formula

γm
n =

n−1∑
j
qmj

[
cos θmj
sin θmj

]
, θmn =

n∑
ν

κν +
m∑
μ

aμ.

(3.26)

Proof. Since |γm
n+1 − γm

n |/qmn = 1, there exist a function
θmn ∈[ 0, 2π) such that

γm
n+1 − γm

n
qmn

=
[
cos θmn
sin θmn

]
, (3.27)

so that the frame φm
n is expressed as

φm
n = qmn R(θmn ). (3.28)

Then (3.8) and (3.9) give

θmn+1−θmn −κn ∈ 2πZ, θm+1
n −θmn −am ∈ 2πZ, (3.29)

and we may assume

θmn+1 − θmn − κn = 0, θm+1
n − θmn − am = 0, (3.30)

without losing generality, which implies (3.26).

For the curves constructed from the shock wave solu-
tions of the autonomous discrete Burgers hierarchy, the
summation in (3.26) can be computed explicitly. For sim-
plicity, we demonstrate it by taking the case of i = 2 with
κn = ε (const.), δm = δ (const.) in (3.18)

um+1
n
umn

sin(ε−am)
sin ε

+ sin am
sin ε

1
um+1
n

sin(ε−am)
sin ε

+ sin am
sin ε

1
um+1
n−1

=
1 + δm

ε2

(
umn+1 − 2 cos ε + 1

umn

)
1 + δm

ε2

(
umn − 2 cos ε + 1

umn−1

) ,
(3.31)

which is linearized in terms of qmn as
sin(ε−am)

sin ε
qm+1
n + sin am

sin ε
qm+1
n−1 − qmn

δ

= qmn+1 − 2qmn cos ε + qmn−1
ε2

.
(3.32)

(3.32) admits the solution

qmn = eμ0m +
M∑
k=1

exp(λkn + μkm + ξk), (3.33)

where M ∈ N, λk , ξk (k = 1, . . . ,M) are arbitrary
constants and

μk = log
1 + δ

ε2
(
eλk − 2 cos ε + e−λk

)
sin(ε−am)

sin ε
+ sin am

sin ε
e−λk

. (3.34)

Then, by using the formulas
n−1∑
j
cj cos

(
jε
) = cn+1 cos ((n − 1) ε) − cn cos (nε)

c2 − 2c cos ε + 1
,

n−1∑
j
cj sin

(
jε
) = cn+1 sin ((n − 1) ε) − cn sin (nε)

c2 − 2c cos ε + 1
,

where c is a constant satisfying cj → 0 (j → −∞), we have
from (3.26) that

γm
n =

M∑
k=0

exp (λkn + μkm + ξk)

e2λk − 2eλk cos ε + 1

×
[
eλkcos θmn−1 − cos θmn
eλk sin θmn−1 − sin θmn

]
,

(3.35)

with λ0 = ξ0 = 0 and λk > 0.
Figures 3, 4 illustrate motion of discrete plane curves

corresponding to M-shock wave solutions (M = 1, 2,
respectively) of the discrete Burgers equation (3.31) with
parameters a = π/3, ε = π/4, δ = 1, ξ1 = 0.

Appendixes
A Burgers hierarchy
The Burgers hierarchy is the family of nonlinear par-
tial differential equations obtained from the linear partial
differential equations

∂q
∂ti

= ∂ iq
∂xi

, i = 1, 2, 3, . . . (A.1)

through the Cole-Hopf transformation

u = − ∂

∂x
log q. (A.2)

By noticing that

q = e−
∫
u dx, (A.3)

the nonlinear equations in the hierachy are expressed [2]
as

∂u
∂ti

= Ki[u] ,

Ki[u]= − ∂

∂x

(
e
∫
u dx ∂ i

∂xi
e−
∫
u dx
)
.

(A.4)
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Fig. 3Motion of discrete plane curves e−μ0mγm
n corresponding to a 1-shock wave solution of the discrete Burgers Eq. 3.31. Parameters are λ1 = 1,

andm = −8 (left), 0 (middle), 8 (right)

Some of the flows of the hierarchy are given by

i = 1 : K1[u]= u′,
i = 2 : K2[u]= u′′ − 2uu′,
i = 3 : K3[u]= u′′′ − (u′)2 − uu′′ + 3u2u′.

An elementary calculation shows the following relation
between Ki[u] and Ki−1[u]:

Ki[u]= �Ki−1[u] , � = ∂x − u − u′∂−1
x . (A.5)

Here, � is called the recursion operator of the Burgers
hierarchy, by which the equations in the hierarchy can be
expressed as

∂u
∂ti

= �i−1K1[u]= �i−1u′, i ≥ 2. (A.6)

B Discrete Burgers hierachy
B.1 Discrete Burgers hierarchy
Let δ, ε be constants. For i = 0, 1, 2, . . ., we consider the
family of linear difference equations

qm+1
n − qmn

δ
= L̂(i) [qmn ] , (B.1)

where

L̂(i)[ qmn ]=
{

�iqmn i = 2l,
e∂n/2�iqmn i = 2l + 1.

Here � is a central-difference operator in n defined as

� = e∂n/2 − e−∂n/2

ε
.

Fig. 4Motion of discrete plane curves e−μ0mγm
n corresponding to a 2-shock wave solution of the discrete Burgers Eq. 3.31. Parameters are

λ1 = 1/3, λ2 = −3, ξ2 = 0, andm = −13 (left), −6 (middle), −1 (right)
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The first few examples of L̂(i) [qmn ] are given by

i = 0 : L̂(0)[qmn ] = qmn ,

i = 1 : L̂(1)[qmn ] = qmn+1 − qmn
ε

,

i = 2 : L̂(2)[qmn ] = qmn+1 − 2qmn + qmn−1
ε2

,

i = 3 : L̂(3)[qmn ] = qmn+2 − 3qmn+1 + 3qmn − qmn−1
ε3

.

The discrete Burgers hierarchy is a family of nonlinear
difference equations obtained from (B.1) by the discrete
Cole-Hopf transformation [15]

umn = qmn+1
qmn

. (B.2)

Noticing that

qmn =
n−1∏
k

umk ,

the i-th order equation in the hierarchy can be written as

um+1
n
umn

= 1 + δK̂ (i) [umn+1
]

1 + δK̂ (i) [umn ] , (B.3)

where

K̂ (i) [umn ] = 1
qmn

L̂(i) [qmn ] .
For instance, the first few K̂ (i) are given by

i = 0 : K̂ (0) [umn ] = 1,

i = 1 : K̂ (1) [umn ] = 1
ε

(
umn − 1

)
,

i = 2 : K̂ (2) [umn ] = 1
ε2

(
umn − 2 + 1

umn−1

)
,

i = 3 : K̂ (3) [umn ] = 1
ε3

(
umn+1u

m
n − 3umn + 3 − 1

umn−1

)
.

The discrete Burgers hierarchy admits the recursion
operators which generate higher order flows from lower
ones.

Proposition B.1. It holds that

K̂ (i+1) [umn ] = �n K̂ (i)[umn ] ,

where �n is a difference operator defined by

�n =
{

�
(odd)
n = 1

ε

(
umn e∂n − 1

)
i = 2l,

�
(even)
n = 1

ε

(
1 − 1

umn−1
e−∂n

)
i = 2l + 1.

(B.4)

In particular, we have

K̂ (i+2)[umn ] = �(2)
n K̂ (i)[umn ], (B.5)

where

�(2)
n = �(odd)

n �(even)
n = �(even)

n �(odd)
n

= 1
ε2

(
umn e

∂n − 2 + 1
umn−1

e−∂n

)
.

(B.6)

Proof. Since we have

L̂(2l+1) [qmn ] = e∂n − 1
ε

L̂(2l) [qmn ] , L̂(2l+2) [qmn ]
= 1 − e−∂n

ε
L̂(2l+1) [qmn ] ,

from (B.1), we obtain

qmn K̂
(2l+1) [qmn ] = e∂n − 1

ε

(
qmn K̂

(2l) [umn ])
= 1

ε

(
qmn+1e

∂n − qmn
)
K̂ (2l) [qmn ] ,

qmn K̂ (2l+2) [umn ] = 1 − e−∂n

ε

(
qmn K̂ (2l+1) [umn ])

= 1
ε

(
qmn − qmn−1e

−∂n
)
K̂ (2l+1) [umn ] ,

which immediately yields (B.4). The second half of
the statement can be verified by a straightforward
calculation.

By using the recursion operators (B.4) and (B.6),
K̂ (i) [umn ] can be expressed as

K̂ (i) [umn ] =

⎧⎪⎨⎪⎩
(
�

(2)
n
)l

1 i = 2l,(
�

(2)
n
)l

�
(odd)
n 1 i = 2l + 1.

B.2 Non-autonomous discrete Burgers hierarchy
We formulate the discrete Burgers hierarchy with arbi-
trary lattice intervals, which we call non-autonomous
discrete Burgers hierarchy. The hierarchy introduced in
the previous section is sometimes referred to as the
autonomous discrete Burgers hierarchy. We first intro-
duce the divided difference f

[
xj, xj+1, . . . , xj+n

]
of the
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function f (x) with the base points xj, xj+1, . . . , xj+n recur-
sively by f [xj]= f (xj) and

first order: f [xj, xj+1]= f [xj+1]−f [xj]
xj+1 − xj

,

second order: f [xj, xj+1, xj+2]

= f [xj+1, xj+2]−f [xj, xj+1]
xj+2 − xj

,

third order: f [xj, xj+1, xj+2, xj+3]

= f [xj+1, xj+2, xj+3]−f [xj, xj+1, xj+2]
xj+3 − xj

,

n-th order: f [xj, xj+1, . . . , xj+n]

= f [xj+1, . . . , xj+n]−f [xj, . . . , xj+n−1]
xj+n − xj

.

Among the various properties of the divided differences,
we here note the following:

(1) Expansion formula.

f [xj, xj+1, . . . , xj+n]=
n∑

k=0

f (xj+k)∏n
s=0, s�=k (xj+k − xj+s)

.

For example, we have

f [xj, xj+1]= f (xj+1)

xj+1 − xj
+ f (xj)

xj − xj+1
,

f [xj, xj+1, xj+2]= f (xj+2)

(xj+2 − xj+1)(xj+2 − xj)

+ f (xj+1)

(xj+1 − xj+2)(xj+1 − xj)

+ f (xj)
(xj − xj+2)(xj − xj+1)

,

f [xj, xj+1, xj+2, xj+3]= f (xj+3)

(xj+3 − xj+2)(xj+3 − xj+1)(xj+3 − xj)

+ f (xj+2)

(xj+2 − xj+3)(xj+2 − xj+1)(xj+2 − xj)

+ f (xj+1)

(xj+1 − xj+3)(xj+1 − xj+2)(xj+1 − xj)

+ f (xj)
(xj − xj+3)(xj − xj+2)(xj − xj+1)

.

As an immediate consequence, it follows that
f [xj, xj+1, . . . , xj+n] is invariant with respect to
interchanging the base points.

(2) Autonomization and continuous limit. Putting the
lattice interval to be constant, namely,
xj+k = xj + kε, it follows that

f [ xj, xj+1, . . . , xj+n] = 1
n!

�n+x f (xj), �+x f (x)

= f (x + ε) − f (x)
ε

,

(B.7)

and thus

f
[
xj, xj+1, . . . , xj+n

] −→ 1
n!

dnf (xj)
dxn

(ε → 0).

In order to formulate the non-autonomous discrete Burg-
ers hierarchy, we first introduce the family of linear dif-
ference equations for qmn = q(xn, tm), δm = tm+1 − tm:

qm+1
n − qmn

δm
= L(i)

n [ qmn ] , (B.8)

where

L(i)
n
[
qmn
] =

{
q[ xn−l, . . . , xn+l] i = 2l,
q[ xn−l, . . . , xn+l+1] i = 2l + 1.

The first few examples of L(i)
n [ qmn ] are given by

i = 0 : L(0)
n
[
qmn
] = qmn ,

i = 1 : L(1)
n
[
qmn
] = qmn+1

xn+1 − xn
+ qmn

xn − xn+1
,

i = 2 : L(2)
n
[
qmn
] = qmn+1

(xn+1 − xn)(xn+1 − xn−1)

+ qmn
(xn − xn+1)(xn − xn−1)

+ qmn−1
(xn−1 − xn+1)(xn−1 − xn)

,

i = 3 : L(3)
n
[
qmn
] = qmn+2

(xn+2 − xn+1)(xn+2 − xn)(xn+2 − xn−1)

+ qmn+1
(xn+1 − xn+2)(xn+1 − xn)(xn+1 − xn−1)

+ qmn
(xn − xn+2)(xn − xn+1)(xn − xn−1)

+ qmn−1
(xn−1− xn+2)(xn−1− xn+1)(xn−1 − xn)

.

We note that the following recursion relations hold:

L(2l+1)
n

[
qmn
] = q

[
xn−l+1, . . . , xn+l+1

]− q
[
xn−l, . . . , xn+l

]
xn+l+1 − xn−l

= L(2l)
n+1

[
qmn+1

]− L(2l)
n
[
qmn
]

xn+l+1 − xn−l
, (B.9)

L(2l+2)
n

[
qmn
] = q

[
xn−l, . . . , xn+l+1

]− q
[
xn−l−1, . . . , xn+l

]
xn+l+1 − xn−l−1

= L(2l+1)
n

[
qmn
]− L(2l+1)

n−1
[
qmn−1

]
xn+l+1 − xn−l−1

. (B.10)

The non-autonomous discrete Burgers hierarchy is a
family of nonlinear difference equations obtained from



Kajiwara et al. Pacific Journal of Mathematics for Industry  (2016) 8:3 Page 13 of 14

(B.8) by the discrete Cole-Hopf transformation (B.2). The
i-th order equation in the hierarchy is given as

um+1
n
umn

= 1 + δmK (i)
n+1

[
umn+1

]
1 + δmK (i)

n
[
umn
] , (B.11)

where

K (i)
n
[
umn
] = 1

qmn
L(i)
n
[
qmn
]
.

The recursion operator for the non-autonomous dis-
crete Burgers hierarchy is given as follows:

Proposition B.2. It holds that

K (i+1)
n

[
umn
] = �(1,i+1)

n K (i)
n
[
umn
]
,

where �
(1,i+1)
n is a difference operator defined by
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n =
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1

ε
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n

(
umn e∂ − 1

)
i = 2l,

1
ε
(i+1)
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1 − 1
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e−∂n

)
i = 2l + 1,

(B.12)

and

ε(i+1)
n =

{
xn+l+1 − xn−l i = 2l,
xn+l+1 − xn−l−1 i = 2l + 1. (B.13)

In particular, we have
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where
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(B.14)

Proof. The first half of the statement follows from the
recursion relation of the divided differences. Indeed, it
follows from (B.9) and (B.10) that
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which are equivalent to
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[
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Thus we have (B.12). The second half is verified by a direct
computation.

Remark B.3. The non-autonomous discrete Burgers
hierarchy (B.11) reduces to the discrete Burgers hierarchy
(B.3) by putting (see (B.7))

xn+1 − xn = ε, L(i)
n
[
qmn
] = 1

i!
L̂(i) [qmn ] , K (i)

n
[
umn
]

= 1
i!
K̂ (i) [umn ] , �(1,i)

n = 1
i
�̂n.
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